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This paper develops practical summation techniques in ZXW calculus to reason about quantum dy-
namics, such as unitary time evolution. First we give a direct representation of a wide class of sums
of linear operators, including arbitrary qubit Hamiltonians, in ZXW calculus. As an application, we
give a diagrammatic representation of the Hamiltonian in Greene-Diniz et al [13], which is the first
paper that models carbon capture using quantum computing. We then use the Cayley-Hamilton the-
orem to exponentiate arbitrary qubit Hamiltonians in ZXW calculus. This sets up the framework for
using ZXW calculus to improve Hamiltonian simulation. We demonstrate for 1-qubit Hamiltonians
how to obtain the circuit representing its one-parameter unitary group. Finally, we use the ZXW
calculus to demonstrate the linearity of the Schrödinger equation.

1 Introduction

ZX calculus [5] is a graphical representation for quantum circuits and linear algebra in general: a diagram
with n inputs and m outputs represents a 2n ×2m linear map. ZX calculus comes with a complete set of
rewrite rules such that two diagrams that represent the same linear map can always be rewritten to one
another. Using this philosophy of computation via rewriting, ZX calculus has been successfully applied
to a wide range of problems in quantum computing, including circuit compilation [2, 8, 9, 19], circuit
equality validation [20,22], circuit simulation [21], error correction [3,4], natural language processing [6,
23] and quantum machine learning [27, 36, 37].

To solve a problem using ZX calculus, or other diagrammatic calculii, we first need to synthesise the
expressions involved into diagrams. This can be done in an ad-hoc way or using general methods such
as elementary matrices [34]. For example: in Hamiltonian simulation problems [24] the Hamiltonian is
typically given as a sum of Pauli operators, and without an efficient representation of such Hamlitonians
in ZX calculus, there is simply no way to proceed with the problem.

As of this writing, there is no published work on how to efficiently combine sums of ZX diagrams.
Both [17] and [32] first require an inefficient conversion step to an intermediate form before the diagrams
can be summed together. Furthermore, the resulting diagram is large and does not resemble the original
symbolic expression, so the advantage of using diagrammatic reasoning is diminished.

To obtain intuitive sums of diagrams, we introduce the framework of ZXW calculus. Coecke and
Kissinger [7] proposed the idea of developing a graphical calculus based on the interaction between
GHZ and W states. Following up on that, Hadzihasanovic [15, 16] developed the ZW calculus. In this
paper, we combine the ZX and ZW calculii to create the ZXW calculus. The W-spider of the ZXW cal-
culus plays an important role in producing efficient and compact sums of diagrams. We define the ZXW
calculus through a slight modification of the algebraic ZX calculus [31].

In this work, we modify and extend the notion of controlled states [18] to give direct representations
of controlled diagrams for a wide class of matrices and show how to sum them within the framework
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of ZXW calculus. These representations, combined with the recently developed techniques of differ-
entiating arbitrary ZX diagrams [17, 35], allow us to practically reason about analytical problems that
were previously inaccessible to ZX calculus. Moreover, the addition, exponentiation and differentiation
operations interact nicely, allowing us to work with ZX diagrams as naturally as the traditional matrix
notation, while still keeping the compact representation and rewriting advantages of the ZX calculus.

Specifically, these techniques allow us to reason about quantum dynamics and quantum chemistry in the
ZXW calculus. To approach the problems of quantum chemistry in ZXW, we first devise a diagrammatic
form for arbitrary Hamiltonians. One of the main problems in quantum computational chemistry is that
of Hamiltonian simulation: given a Hamiltonian, find an approximation to its unitary time evolution.
The ideal evolution is given by e−iHt, where H is the Hamiltonian and t is time. Using the diagrammatic
form of Hamiltonian and the summation techniques developed in this paper, we show how to diagram-
matically exponentiate Hamiltonians. This allows us to write the unitary time evolution graphically and
apply the ZXW rewrite rules to extract a quantum circuit for Hamiltonian simulation. Finally, to show
the applicability of ZXW calculus in reasoning about traditional quantum mechanics, we provide the
graphical form of the Schrödinger equation and prove the linearity of its solutions using ZXW rewrite
rules.

A related diagrammatic approach to quantum dynamics is the work of Gogioso [10,11,12], which formu-
lates this in the framework of categorical quantum mechanics [1]. While interesting from a foundational
perspective, the higher-level approach does not allow for explicit reasoning on concrete real-world exam-
ples. In this paper, we will demonstrate the applicability of our method by expressing the Hamiltonian
used recently to model carbon capture [13].

Summary of results

1. Representing arbitrary Hamiltonians: As examples, we express the Hamiltonians used in Greene-
Diniz et. al. [13] (Figure 1), and Turner et. al. [30] (Example 5.3) using Theorem 5.2.

2. Time-evolution operator: We convert between a Hamiltonian and its one-parameter unitary
group, i.e. the time-evolution operator, using exponentiation in ZXW calculus. (Section 6)

3. Schrödinger’s Equation: We formulate the Schrödinger equation in ZXW calculus and show the
linearity of its solutions. (Section 7)

2 ZXW Calculus

In this section, we give an introduction to ZXW calculus which is a slight modification of the algebraic
ZX calculus [31], including its generators and rewriting rules. Note that algebraic ZX calculus is com-
plete [31] for matrices of size 2m × 2n and hence, so is the ZXW calculus. In this paper diagrams are
either read from left to right or top to bottom.

2.1 Generators

The diagrams in ZXW calculus are defined by freely combining the following generating objects. Note
that a can be any complex number.
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m

n

a

...

...

2.2 Additional notation

For simplicity, we introduce additional notation based on the given generators:

1. The green spider from the original ZX calculus can be defined using the green box spider in ZXW

calculus.
...

α

...
eiα

...

...
:= 1

... ...
:=

......

2.The triangle and the inverse triangle can be expressed as follows. The transposes of the triangle and
the inverse triangle can be drawn as inverted triangles.

:= :=
−1

π

:= −1 :=
−1

3. The red spider from the original ZX calculus can be defined by performing Hadamard conjugation on
each leg of the green spider, and the pink spider is the algebraic equivalent of the red spider. It is only
defined for τ ∈ {0,π}, and is rescaled to have integer components in its matrix representation.

m

n

m

n

...
:=(X)

... ...

...

2
m+n−2

2 −1:=
...

0τ

...
...
...τ

2.3 Rules

Now we give the rewriting rules of ZXW calculus.
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...
a

...
b

ab

...
...

...

...

=

...

...

ab

...

= (S 1) = = (S 2)

= = (S 3)
·

·

·

·

·
a

· ·

·
·
· ·

·

·

= ·
·

·

(Ept)

= (B1) = (B2)

π
π

=
π

(B3) =

-1

(Brk)

= (Bas0) =
π

(Bas1)

a a+1
= (S uc) -1 =

-1

= (Inv)

0
= (Zero) −2=

π

√
2

(EU)

=

(S ym) = (Aso)

=
a

a a

(Pcy) = (Wdc)

Where a,b ∈ C. The vertically flipped versions of the rules are assumed to hold as well.

2.4 Interpretation

Although the generators in ZXW calculus are formal mathematical objects in their own right, in the
context of this paper we interpret the generators as linear maps, so each ZXW diagram is equivalent to a
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vector or matrix.

m

n

a

...

...
= |0⟩⊗m ⟨0|⊗n+a |1⟩⊗m ⟨1|⊗n =

1
√

2

(
1 1
1 −1

)
=


1 0
0 1
0 1
0 0



=

(
1 0
0 1

)
=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 =


1
0
0
1

 =
(
1 0 0 1

)
,

The interpretations of the additional generators can be found in the appendix.

Remark 2.1. Due to the associative rule (Aso), we can define the W spider and give its interpretation as
follows [33]:

· · · · · ·

:= . . .

m

· · ·· · ·

= |0 · · ·0⟩︸ ︷︷ ︸
m

⟨0|+
m∑

k=1

m︷           ︸︸           ︷
|0 · · ·0︸︷︷︸

k−1

10 · · ·0⟩ ⟨1| .

As a consequence, we have

+· · ·+
π π

+. . .
π

. . .. . .

······

π

··· ···

=

. . .=

(1)

3 Controlled diagrams

We start by stating the definitions of controlled states and matrices, and how to perform operations on
them. Note that our definition of controlled states are slightly different from that of Jeandel et al [17], as
we send |0⟩ to |0⟩⊗n instead of |+⟩⊗n. Jeandel et al. also have a notion of controlled matrices by applying
the map-state duality to the controlled state, which maps |0⟩ to |+⟩⊗n ⟨+|⊗n instead of the identity matrix
as used in our definition, so their definition is not equivalent to ours.

Definition 3.1 (Controlled matrix). The controlled matrix M̃ corresponding to the matrix M is a diagram

M̃
.
.
. such that M̃

.

.

.
=

.

.

. and M̃
.
.
.

π

=
.
.
. M
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Definition 3.2 (Controlled state). The controlled state Ṽ corresponding to the state V is a diagram

Ṽ
· · ·

such that Ṽ
· · ·

· · ·= and Ṽ
· · ·

=

π

V
· · ·

Now, we show how to construct control diagrams for sums and products of matrices, given the controlled
diagrams for the original matrices.

Proposition 3.3 (Controlled product of matrices). Given controlled matrices M̃1, . . . , M̃k corresponding
to matrices M1, . . . ,Mk, the controlled matrix for

∏
i Mi is given by

M̃1
.
.
. M̃k

· · ·

.

.

.

.

.

.

∏̃
i Mi

.

.

.
=

(2)

Proposition 3.4 (Controlled sum of matrices). Given controlled matrices M̃1, . . . , M̃k corresponding to
matrices M1, . . . ,Mk and complex numbers c1, . . . ,ck, the controlled matrix for

∑
i ciMi is given by

M̃1
.
.
. M̃k

· · ·

.

.

.

.

.

.

∑̃
i ciMi

.

.

.
=

c1 ck

(3)

Both of these can be verified by simply plugging in the standard basis states. Similarly, we can construct
the controlled diagram for sums of states.

Proposition 3.5 (Controlled sum of states). Given controlled states Ṽ1, . . . , Ṽk corresponding to states
V1, . . . ,Vk and complex numbers c1, . . . ,ck, the controlled state for

∑
i ciVi is given by

Ṽ1
· · ·

Ṽk
· · ·

· · ·

· · ·

∑̃
i ciVi

· · ·

=

c1 ck

(4)

4 Realising controlled diagrams

In this subsection, we show how to directly construct the controlled matrix M̃ given a square matrix M,
and the controlled state ψ̃ given a state ψ.

4.1 Controlled matrix

Consider a matrix M of size 2m×2m. As given in [34], M can be represented in diagrams as follows:

E1 Ek
...

...
...
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where Ei,1 ≤ i ≤ k is an elementary matrix. As a consequence of Proposition 3.3, if we know how to
construct any controlled elementary matrix, then we are able to depict the controlled matrix M. It has
been shown in [34] that the elementary matrix Ei must be of one of the following forms:

a

ā0π

ām−1π

ākπ ∧...

...

0

k

m−1

...

...

∧ a

ā j1π

ām−1π

ā0π

ā jsπ

...

j1

js

m−1

0

...

...

... js

ā0π

ām−1π

...

0

...

m−1

... (a j1⊕a js )π

...

(a j1⊕a jk )π

∧

...

j1

...

jk

...

row multiplication row addition row switching

Then it can be verified by plugging standard basis that their corresponding controlled matrices can be
obtained by simply adding a branch to the And-gate:

Proposition 4.1. The controlled elementary matrices are given as:

ākπ

0

a

m−1

k

∧

...
ā0π

ām−1π

...

...

ā j1π

0

m−1

ā jsπ

...

js

...

...

...

∧ ...

ā0π

j1

ām−1π

a

...
m−1

j1

jk

...

...

...

ā0π

ām−1π

...

...

0

js

(a j1⊕a jk )π

(a j1⊕a js )π

...

∧

...

row multiplication row addition row switching

4.2 Controlled state

According to Wang [32], a state vector (a0, . . . ,a2m−1)T of dimension 2m, m ∈ N, can be represented in
the following normal form:

a0· · ·

0j1m−1

a j

js

· · ·a2m−1

· · · · · ·· · ·
π π π π

π

(5)

Hence, we can realise any controlled state by constructing the controlled diagram of the above normal
form. This is given in the following proposition.
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Proposition 4.2. Controlled state for a vector (a0, . . . ,a2m−1)T is given by

a0· · ·

0j1m−1

a j

js

· · ·a2m−1

· · · · · ·· · ·

· · · · · ·· · · (6)

Using the above result and Proposition 3.5, we can derive the expression for linear combination of states,
represented in the normal form.

Theorem 4.3.

a2m−1

j1m−1

π

0

a0

· · ·· · ·

· · ·

js

a j

π

· · ·

π

· · ·
π π

+

π

a

j1

· · ·

0
· · ·

π

b j

b

· · ·
ππ

m−1 js

· · · b0

π

π

b2m−1

π

· · ·
=

· · ·

0

a

a j

m−1 js

a0 b2m−1· · ·

j1

· · · b0b j

· · ·
π

· · ·
ππ

b

· · ·

π

a2m−1 · · ·

π

The proof of Theorem 4.3 is given in the appendix. This theorem can be generalised to sums of more
than 2 terms which is given in Corollary B.10 in the appendix.

5 Representing Hamiltonians in ZXW

Here we give an efficient representation for a wide class of matrices using the ZXW calculus.

Lemma 5.1 (Sum of controlled-green-boxes). Any matrix of the form
∑n

i=1 c−1
i

(⊗m
j=1 D(a j)

)
ci, where

D(a) = |0⟩ ⟨0|+a |1⟩ ⟨1| and ci is the conjugation, can be expressed in ZXW calculus as

M̃1

π

· · ·

M̃n.
.
.

.

.

.

c1 c−1
1

cn c−1
n

1

j

m

.

.

.

where is M̃i is the following controlled matrix:
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a1

∧

an

∧

...
...

...
...

=

a1

∧

an

∧

π

...
...
=

a1

an

...
...

Theorem 5.2. Any Hamiltonian
∑n

i=1

⊗m
j=1 Pi j can be expressed in ZXW calculus using controlled-

Paulis.

c1

π

c†1

· · ·

cn c†n.
.
.

.

.

.

1

j

m

.

.

.

For each controlled-Pauli, there is a leg on the j-th qubit if Pi j , I, and ci is the Clifford conjugation
corresponding to the Pauli operator Pi j = c†i jZci j.

Proof. Follows from Lemma 5.1 where ai = ei0 or eiπ, corresponding to whether Pi j = π or not. □

Example 5.3. For the Hamiltonian H = X1X2+X2X3−Z1−Z2−Z3 from [30], we have
π

π π π

For an even larger example, the Hamiltonian used in [13] is shown in Figure 1.

Proposition 5.4. The diagrammatic representation of sum of Hamiltonians in Theorem 5.2 respects
commutativity of addition (i.e. Pi+P j = P j+Pi):

= =

The first equation in Proposition 5.4 shows that a Hadamard edge is added to the ‘body’ of the Pauli
gadgets when their Hamiltonians anti-commute, the proof can be found in [36, Theorem 3]. While this
proposition is obvious in non-diagrammatic calculations, but our goal here is to redevelop the founda-
tions of linear algebra using diagrammatic techniques. In general, we want to fully characterise the
commutative properties of controlled matrices.
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6 Hamiltonian Exponentiation

According to Stone’s theorem [28], the time-evolution operator of a Hamiltonian is the one-parameter
unitary group generated by the Hamiltonian. Tasks such as Hamiltonian simulation require finding a
unitary circuit that approximates the time evolution operator e−iHt for a given Hamiltonian H. In general,
finding such unitary circuit is a hard problem. Developing a method to obtain the one-parameter unitary
group of Hamiltonian diagrams in ZXW will allow us tackle problems from quantum chemistry using
diagrammatic tools. We could further use the rules of ZXW calculus to rewrite a Hamiltonian exponential
diagram to a unitary time-evolution circuit.

For Hamiltonians comprised of only commuting terms, we have a simple correspondence between the
diagrams of Hamiltonians and their exponentials. In the following table, we first show the correspon-
dence between Pauli matrices and their exponentials; then we show the correspondence between sums
of Pauli matrices and their exponentials. For more details on how to calculate this correspondence in ZX
see [17, 29, 36].

Z↔ Rz(θ) Z⊗X⊗Y ↔ ΦZ,X,Y (θ)

π θ↔ π

π

π+ − + −

=

π

+ −

↔

θ

Z⊗Z⊗Z+2∗ (X⊗Z⊗X)↔ ΦZ,Z,Z(θ)ΦX,Z,X(2θ)

↔

2θθ

π

2

In most of the interesting examples, the Hamiltonian contains some non-commuting terms. To exponenti-
ate an arbitrary Hamiltonian, we need to use more sophisticated machinery. We use the Cayley-Hamilton
theorem to obtain a closed form representation for a matrix exponential function. It allows us to express
a matrix exponential function as a polynomial of order n−1 for a n×n matrix.

Here, we provide a brief summary of Cayley-Hamilton theorem to calculate matrix exponential functions.
For detailed description, the reader may refer to [14, 25, 26].

Theorem 6.1 (Cayley-Hamilton theorem). The characteristic polynomial pA(λ) of a n× n matrix A is
polynomial of degree n given by

pA(λ) = det(λI−A) (7)

This polynomial expression, when evaluated on A, gives the zero matrix, i.e. pA(A) = 0.

The Cayley-Hamilton theorem provides a relation between powers of a square matrix. If A is a n× n
matrix, we can express Am, for any m ≥ n, as a linear combination of Ak, where k = 0, . . . ,n−1. Since the
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exponential function

eAt =

∞∑
k=0

Aktk

k!
(8)

is defined as a polynomial of A, it can be expressed as

eAt = c0(t)I+ c1(t)A+ · · ·+ cn−1(t)An−1 (9)

for some c0, . . . ,cn−1. These coefficient functions can be easily calculated using Putzer’s algorithm [26].

Now, we can present the general form of the matrix exponential function in ZXW.

Theorem 6.2. For any matrix A of size n×n, the exponential function eAt can be represented using the
following ZXW diagram:

Ã
.
.
. Ã

· · ·

n−1-times

Ã Ã Ã

c0(t) c1(t) c2(t) cn−1(t)

π

· · ·
.
.
.

=
.
.
. eAt

(10)

where Ã is the controlled diagram of matrix A and c0, . . . ,cn−1 are some functions of t.

Proof. Follows from Theorem 6.1, Proposition 3.3, and Proposition 3.4. □

Example 6.3. Consider the Hamiltonian H = aZ1Z2+bZ1X2. The diagram for this Hamiltonian is

a b

π

The exponential of this Hamiltonian eHt is the following diagram

c0(t) c1(t) c2(t) c3(t)

π

a b a b a b a b a b a b

where c0, . . . ,c3 are the coefficient functions.
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Now, we demonstrate the utility of the ZXW calculus by using its rules to rewrite a Hamiltonian expo-
nential diagram to a quantum circuit.

Example 6.4. Consider the following Hamiltonian:

H = aX+bZ (11)

for any complex a and b. There exists s0(t) and s1(t) such that

=

a b

s0(t) s1(t)

π

a b

eHt

(12)

Using ZXW, we can rewrite it to the following circuit. The full simplification steps are shown in Ap-
pendix C.

bs1(t)+s0(t)−
√

s0(t)2−b2 s1(t)2

bs1(t)−s0(t)+
√

s0(t)2−b2 s1(t)2
π

as1(t)−
√

s0(t)2−b2 s1(t)2

as1(t)+
√

s0(t)2−b2 s1(t)2

√
s0(t)−bs1(t)
s0(t)+bs1(t)as1(t)

√
2

π

=eHt

(13)

7 Schrödinger Equation

We recall the Schrödinger equation:

i
∂

∂t
|Ψ(t)⟩ = H |Ψ(t)⟩ (14)

where t is time, |Ψ(t)⟩ is the state vector of the quantum system in question, and H is a Hamiltonian
operator. We can write the Schrödinger equation diagrammatically as:

Ψ′(t)

· · ·

Ψ(t)
· · ·

= H
· · ·

π

i (15)

where |Ψ(t)⟩ can be expressed using the normal form and |Ψ′(t)⟩ can be obtained by applying the dif-
ferentiation gadget [35] to |Ψ(t)⟩. Using this, we can show that any linear combination of solutions of
Schrödinger equation is also a solution.

Theorem 7.1. Assume that Ψ(t) and Φ(t) satisfy the Schrödinger equation (14) and a,b are arbitrary
complex numbers, then so does aΨ(t)+bΦ(t), i.e.,

ba

π

Ψ̃′(t)

· · ·

Φ̃′(t)

· · ·

ba

π

Ψ̃(t) Φ̃(t)

· · ·

· · · · · ·

· · ·

H
· · ·

=
π

i

(16)

The proof is given in the appendix.
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8 Future work

In this paper, we give direct representations of controlled diagrams for a wide class of matrices and show
how to sum them. As applications, we express the Hamiltonians used for carbon capture in [13], convert
between a Hamiltonian and its one-parameter unitary group, and formulate Schrödinger equation in ZX
and show the linearity of its solutions.

We would like to apply the summation techniques developed in this paper to practical problems, like
quantum approximate optimisation, integration on arbitrary ZX diagrams, or quantum machine learning.
Also we would like to develop tools to rewrite Hamiltonian exponentiation diagrams to quantum circuits.
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[25] Héctor Manuel Moya-Cessa & Francisco Soto-Eguibar (2011): Differential equations: an operational ap-
proach. Rinton Press, Incorporated.

[26] Eugene J Putzer (1966): Avoiding the Jordan canonical form in the discussion of linear systems with constant
coefficients. The American Mathematical Monthly 73(1), pp. 2–7.

[27] Tobias Stollenwerk & Stuart Hadfield (2022): Diagrammatic Analysis for Parameterized Quantum Circuits.

[28] Marshall H Stone (1932): On one-parameter unitary groups in Hilbert space. Annals of Mathematics, pp.
643–648.

[29] Alexis Toumi, Richie Yeung & Giovanni de Felice (2021): Diagrammatic Differentiation for Quantum Ma-
chine Learning. In Chris Heunen & Miriam Backens, editors: Proceedings 18th International Conference

http://arxiv.org/abs/1501.06489
http://arxiv.org/abs/1709.09772
http://dx.doi.org/10.1109/LICS.2015.59
http://arxiv.org/abs/1709.08086
http://dx.doi.org/10.1109/LICS.2019.8785754
https://doi.org/10.1109/LICS.2019.8785754
http://dx.doi.org/10.4204/eptcs.318.14
https://doi.org/10.4204%2Feptcs.318.14
http://dx.doi.org/10.1103/PhysRevA.102.022406
https://link.aps.org/doi/10.1103/PhysRevA.102.022406
https://link.aps.org/doi/10.1103/PhysRevA.102.022406
http://dx.doi.org/10.1103/RevModPhys.92.015003
https://link.aps.org/doi/10.1103/RevModPhys.92.015003


16 How to sum and exponentiate Hamiltonians in ZXW calculus

on Quantum Physics and Logic, QPL 2021, Gdansk, Poland, and online, 7-11 June 2021, EPTCS 343, pp.
132–144, doi:10.4204/EPTCS.343.7. Available at https://doi.org/10.4204/EPTCS.343.7.

[30] Christopher J Turner, Konstantinos Meichanetzidis, Zlatko Papić & Jiannis K Pachos (2017): Optimal free
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A Interpretation

Although the generators in ZXW calculus are formal mathematical objects in their own right, in the
context of this paper we interpret the generators as linear maps, so each ZXW diagram is equivalent to a
vector or matrix.

m

n

a

...

...
= |0⟩⊗m ⟨0|⊗n+a |1⟩⊗m ⟨1|⊗n ,

m

n

...

...
kπ =

∑∑
i xi+

∑
i yi≡k(mod 2) |x⟩ ⟨y| ,k ∈ {0,1},

=
1
√

2

(
1 1
1 −1

)
, =

(
1 1
0 1

)
,

-1
=

(
1 −1
0 1

)
, α = ei α2

(
cos α2 −isin α

2
−isin α

2 cos α2

)
,

π = π =

(
0 1
1 0

)
, =

π
a−1

a
= a, π = 0, =

(
1 0
0 1

)
, =


1 0
0 1
0 1
0 0

 ,

=


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , =


1
0
0
1

 , =
(
1 0 0 1

)
, ·

·
·
·

·

·

· ··

·

·

·
·

·

·

·

= 1,

http://dx.doi.org/10.4204/EPTCS.343.7
https://doi.org/10.4204/EPTCS.343.7
http://arxiv.org/abs/1911.06752
http://arxiv.org/abs/2007.13739
http://arxiv.org/abs/2109.11285
http://dx.doi.org/10.22331/q-2021-06-04-466
https://doi.org/10.22331/q-2021-06-04-466
https://doi.org/10.22331/q-2021-06-04-466
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where

a ∈ C, α ∈ R, |0⟩ =
(
1
0

)
= , ⟨0| =

(
1 0

)
= , |1⟩ =

(
0
1

)
=

π
, ⟨1| =

(
0 1

)
=

π
.

Remark A.1. Due to the associative rule (Aso), we can define the W spider

· · · · · ·

:= . . .

and give its interpretation as follows [33]:

m

· · ·· · ·

= |0 · · ·0⟩︸ ︷︷ ︸
m

⟨0|+
m∑

k=1

m︷           ︸︸           ︷
|0 · · ·0︸︷︷︸

k−1

10 · · ·0⟩ ⟨1| .

As a consequence, we have

+· · ·+
π π

+. . .
π

. . .. . .

······

π

··· ···

=

. . .=

(17)

B Proofs and Lemmas

In this appendix, we include all the lemmas which have been essentially existed (up to scalars) in previous
papers. The lemmas are given in the order which they appear in this paper.

B.1 Useful lemmas

Lemma B.1. Suppose a , 0,a ∈ C. Then

√
a

√
a

1
√

a

a

=
-1
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This equality can be verified by plugging in the standard basis on the inputs of the diagrams. As a
consequence, we have

a−1 =

a

-1
= √

a

1
√

a

√
a =

√
a

1
√

a

√
a

Also one can check that

a

1−a
1+a=

where

a := a

Therefore

a−1 =

√
a

√
a

√
a−1
√

a+1
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Lemma B.2. [32]
For τ,σ ∈ {0,π}, pink spiders fuse.

τ+σ
τ

...

...
...

...
... =

σ
=

...

...

τ+σ

...
(S 1r)

Lemma B.3. [32]
Hadamard is involutive.

= (H2)

Lemma B.4. [32]
Pink π transposes the triangle.

=
π

π

Lemma B.5. [32]
Green π inverts the triangle.

-1
π

=

π

= ππ

Lemma B.6. [32]
(triangle)T stabilises |1⟩.

π
=

π

Lemma B.7. [32]
Hopf rule.

= (Hop f )

Lemma B.8. [32]
π copy rule. For m ≥ 0:

m m

...
π

...

π

π

= (Pic)

Lemma B.9. [32]
π commutation rule.

α

π −αα

ππ
=

Corollary B.10.

a1, j

0

as,0

· · ·

· · ·· · ·
+

0

a1, j

m−1

π

a1,0

π

a1,0 as,2m−1

π x1π

j1 j1

as,0as, j

· · ·

j1

π

π

· · ·

· · ·

xs

· · ·

js

π

· · ·

js

π

· · ·· · ·

0

· · ·

x1

m−1

a1,2m−1

πm−1 js

π

π

· · ·

π

· · ·

xs

· · ·· · ·

· · ·
π

π π

=

π

π

· · ·a1,2m−1 as,2m−1 as, j
· · · +

· · ·
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Lemma B.11.

. . .

π

asa ja1 . . .

π

. . . . . .

. . . . . .

=

π

. . . . . .a j asa1

where a1, · · · ,as are arbitrary complex numbers. This equality can be verified by plugging standard basis
on the outputs.

Lemma B.12.

∂

∂t


ψ0(t)· · ·

0j1m−1

ψ j(t)

js

· · ·ψ2m−1(t)

· · · · · ·· · ·
π π π π

π

=

ψ′2m−1(t)

j1m−1

π

0

ψ′0(t)

· · ·· · ·

· · ·

js

ψ′j(t)

π

· · ·

π

· · ·
π π

B.2 Proofs

Proof of Theorem 4.3. Using Proposition 3.5, we can write the LHS as

a0· · · a j · · ·a2m−1· · · · · ·· · · b0· · ·

0j1m−1

b j

js

· · ·b2m−1

· · · · · ·· · ·

· · · · · ·· · ·

π

a b
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= a0· · · a j · · ·a2m−1· · · · · ·· · · b0· · ·

0j1m−1

b j

js

· · ·b2m−1

· · · · · ·· · ·

· · · · · ·· · ·

π

a b

= a0· · · a j · · ·a2m−1· · · · · ·· · · b0· · ·

0j1m−1

b j

js

· · ·b2m−1

· · · · · ·· · ·

· · · · · ·· · ·

a b

π π

= a0· · · a j · · ·a2m−1· · · · · ·· · · b0· · ·

0j1m−1

b j

js

· · ·b2m−1

· · · · · ·· · ·
π π π π

· · · · · ·· · ·

a b

π
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= a0· · · a j · · ·a2m−1· · · · · ·· · · b0· · ·

0j1m−1

b j

js

· · ·b2m−1

· · · · · ·· · ·
π

a

π

b

π π π

=

π

b

· · ·

0

a

a j

m−1 js

b2m−1· · ·

j1

· · · b0a0 b j

· · ·
π

· · ·
π

· · ·

π

a2m−1 · · ·

π

=

· · ·

0

a

a j

m−1 js

a0 b2m−1· · ·

j1

· · · b0b j

· · ·
π

· · ·
ππ

b

· · ·

π

a2m−1 · · ·

π
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=

· · ·

0

a

a j

m−1 js

a0 b2m−1· · ·

j1

· · · b0b j

· · ·
π

· · ·
ππ

b

· · ·

π

a2m−1 · · ·

π

□

Proof of Lemma B.12.

∂

∂t


ψ0(t)· · ·

0j1m−1

ψ j(t)

js

· · ·ψ2m−1(t)

· · · · · ·· · ·
π π π π

π

=

ψ′j(t)
ψ j(t)

ψ′0(t)
ψ0(t)

ψ′2m−1(t)
ψ2m−1(t)

π

ψ2m−1(t)

j1m−1

π

0

ψ0(t)

· · ·· · ·

· · ·

js

ψ j(t)

π

· · ·

π

· · ·
π π

· · · · · ·

B.11
=

· · ·
π

js

· · ·

j1

· · ·

ψ2m−1(t)

ππ

· · · · · · ψ0(t)

π

ψ j(t)

m−1 0

π

ψ′2m−1(t)
ψ2m−1(t)

ψ′j(t)
ψ j(t)

ψ′0(t)
ψ0(t)

=
ψ′2m−1(t)

j1m−1

π

0

ψ′0(t)

· · ·· · ·

· · ·

js

ψ′j(t)

π

· · ·

π

· · ·
π π

□

Proof of Lemma 5.1. Use basic properties of the AND gate.
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a1

∧

an

∧

...
...

...
...

=

a1

∧

an

∧

π

...
...

= a1

an

...
...

=

a1

an

...
...

=

a1

an

...
...

=

a1

∧

an

∧

...
...

=

a1

∧

an

∧

...
...

π

π

□

Proof of Theorem 5.2. We first verify that the subdiagrams connected to the W spider are indeed a
controlled-Paulis:

ci

π

c†i.
.
.

=

π

πci

π

c†i.
.
.

=
.
.
.

ci

π

c†i.
.
.

= ci c†i.
.
.

=
.
.
.

π

√
2

π

√
2

Pi

Since |W⟩n = |1 . . .0⟩+ . . .+ |0 . . .1⟩, the overall diagram is equal to
∑

i Pi. □
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Proof of Proposition 5.4.

= =

π 1
√

2

= =

= =
π
2

π
2

π
2

=

−π
2

π
2

π
2

=

−π
2

π
2

π
2

=

−π
2

π
2

π
2

=

□

Proof of Theorem 7.1.

ba

π

Ψ̃′(t)

· · ·

Φ̃′(t)

· · ·

· · ·

π

i
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ψ′j(t)
ψ j(t)

· · ·· · ·
js 0

π

a

j1

π

π

b

ϕ′0(t)
ϕ0(t)

i

· · · · · ·

ϕ0(t)ψ2m−1(t)

ψ′0(t)
ψ0(t)

ψ0(t)

π

ϕ j(t)

π

· · ·

π

· · ·

ϕ′j(t)
ϕ j(t)

· · ·

m−1

· · ·

ψ′2m−1(t)
ψ2m−1(t)

π

ϕ′2m−1(t)
ϕ2m−1(t)

ψ j(t)

· · ·

ϕ2m−1(t) · · ·· · ·

B.11
=

π

· · · ϕ′0(t)
ϕ0(t)

· · · · · ·

ϕ′2m−1(t)
ϕ2m−1(t) · · ·ψ′0(t)

ψ0(t)

ππ

0

· · ·

bϕ0(t)aψ0(t)

ψ′j(t)
ψ j(t)

· · ·

ψ′2m−1(t)
ψ2m−1(t)

i

π

π

ϕ′j(t)
ϕ j(t)

bϕ j(t)

· · ·

aψ2m−1(t)

π

bϕ2m−1(t)

· · ·
m−1

· · ·

· · ·

· · ·

π

js

aψ j(t)

j1

Pcy
==

· · ·aψ′2m−1(t)

0

· · ·

π

bϕ′2m−1(t)

· · ·

π

· · ·

m−1

π

· · ·aψ′j(t)

· · ·

π

π

j1

bϕ′j(t)aψ′0(t)

· · ·
js

π

B.11
=

bϕ′0(t)

i

ψ′j(t) · · ·

· · ·

π π

· · ·

j1

· · · ϕ′0(t)ψ′0(t) ϕ′j(t)· · ·ψ′2m−1(t)

· · ·

π π

i

m−1

ϕ′2m−1(t)

js 0
· · ·

π

π

ba

Pcy
=

· · · · · ·

· · ·

4.3
=

π

· · ·

π

π π

ππ

js

ψ′0(t)ψ′j(t)

0j1m−1

i

· · ·

ψ′2m−1(t)

b
a

· · · · · ·ϕ′j(t)

· · ·

ϕ′0(t)

π

· · ·

π

π π

ππ

js 0

ϕ′2m−1(t)

j1m−1

i

· · ·

+

π
π

π

+B.12
=

π

ba

ψ j(t)

π

· · ·

0

H

js j1

ψ0(t)

π

m−1

· · ·

· · ·

π

· · ·

ψ2m−1(t)

π

· · ·

ϕ0(t)· · ·

π

· · ·ϕ2m−1(t)

0

H

js j1

π

m−1

· · ·

π

ϕ j(t)

· · ·

π

· · ·

π π
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ψ j(t)

a

π

ϕ0(t)

b

· · ·

π

· · · · · ·ϕ2m−1(t)

0

H

js j1

ψ0(t)

π

m−1

· · ·

· · ·

π

ϕ j(t)

· · ·

ψ2m−1(t)

π

· · ·

4.3
=

ba

π

Ψ̃(t) Φ̃(t)

· · · · · ·

· · ·

H
· · ·

=

0m−1

□

C Circuit extraction of the exponential from Equation 12

To simplify this diagram to a circuit, we will use the following two propositions.

Proposition C.1.

π

= π

Proof of Proposition C.1.

π

=

π

=

π

= = = = = π
π

=

□

Proposition C.2.

x

π

√
2 =

√
1− x2

√
1−x
1+x

b
√

1−x2−1
x
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Proof of Proposition C.2.

x =

π

√
2

x

=

-2

x

=

b-2

=

b−2xx

=b−2xx =1+ x b−2x =
b−2x

1+x

1+ x

=
−2x
1+x

1+ x √
1−x
1+x

=

√
1−x
1+x

b
√

1−x2−1
x

1+ x √
1− x2

√
1−x
1+x

b
√

1−x2−1
x

□

Now, we begin simplifying (12).

b

s0(t) s1(t)

π

a b = b

s0(t)

π

as1(t) bs1(t) = bs0(t)

π

as1(t) bs1(t)a b

s0(t) s1(t)

π

a b =

b

π

as1(t)
s0(t)

bs1(t)
s0(t)

π

s0(t)

bas1(t)
s0(t)

bs1(t)
s0(t)

π

s0(t)

=

π

b

π

bs1(t)
s0(t)

π

s0(t)

=

as1(t)
s0(t)

π

s0(t)
as1(t)= b

π

as1(t)
s0(t)

bs1(t)
s0(t)

s0(t)

=

bs1(t)
s0(t)=

as1(t)

π

s0(t)
as1(t)

π

=

as1(t)
√

2

π

s0(t)
as1(t)

π

√
s0(t)−bs1(t)
s0(t)+bs1(t)

√
s0(t)2−b2 s1(t)2−s0(t)

bs1(t)

√
s0(t)2−b2 s1(t)2

s0(t)

=

as1(t)
√

2

π

π

√
s0(t)2−b2 s1(t)2−s0(t)

bs1(t)

√
s0(t)−bs1(t)
s0(t)+bs1(t)

√
s0(t)2−b2 s1(t)2

as1(t)

bs1(t)+s0(t)−
√

s0(t)2−b2 s1(t)2

bs1(t)−s0(t)+
√

s0(t)2−b2 s1(t)2
π

as1(t)−
√

s0(t)2−b2 s1(t)2

as1(t)+
√

s0(t)2−b2 s1(t)2

√
s0(t)−bs1(t)
s0(t)+bs1(t)

= as1(t)
√

2

π

π

√
s0(t)2−b2 s1(t)2−s0(t)

bs1(t)

√
s0(t)−bs1(t)
s0(t)+bs1(t)

√
s0(t)2−b2 s1(t)2

as1(t)

=
as1(t)
√

2

π
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